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Abstract. We live in “Age of Information”, but we still do not understand well, what Information is and what are its properties. Is there some kind of Information conservation law similar to conservation laws for energy and matter or does Information behave like a nuclear reaction, feeding itself and trying all the time to propagate further? In order to understand Information better we should consider principles which have guided the best producer and consumer of information – life and especially its highest form – Man. Memory, storing information about their environment and ability to replicate allows living things to change the thermodynamical balance of their environment – they decrease disorder (entropy) in their population while increasing it in their environment. Man invented for collecting information (thus also increasing entropy in environment) a totally new tool – language, which moved the process from the level of individual entities to the level of the whole Mankind. Language is the Mankind’s model of the world, which reflects word structure and (in the limit) converges to a similar structure, i.e. has entropy close to the entropy of the world which it describes. 
Here is considered the essence of the concept “information” and different uses of the word. From the many kinds of information the most important in everyday life is the social, macro information – the secondary information, created by social communication from individual, primary information obtained by our senses in perceptions. The tool for creating the social, shared by whole Mankind information is language. 
To understand a phenomenon we should consider why and where it appeared. Here is modelled emergence of language in computer simulations of communication and information exchange in community of agents. In simulations agents created for exchange of their perceptions (new) language, following some very simple principles – they were eager to distribute their perceptions, inventing new signals for them; when receiving signals from others, they followed the principle of maximizing similarity of their language with their perceptions and received messages, using only minimal assumptions about meaning of received signals; they also utilized information compression using names. 
To measure the process were introduced several measures of entropy: for the world, using the Shannon's entropy applied to Pawlak’s model of information systems and a object-oriented approach – using the vector of differences of objects; for entropy of languages as weighted many-to-many relations between real-world objects, their attributes and names and their denotations – words is presented a new formula. Made in simulations measurements of the entropy of language show, that language continued to develop also when agents already well understood each other; entropy of languages steadily increases, still remaining smaller than the entropies of the world which language models.
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1. Information
It is commonly agreed that we now live in "Information Age". The central characteristic of all living beings is the information they contain and even a simple unicellular organism is a complex and purposefully organized algorithm (creationists say – "designed"). Information regulates all processes and procreative functions of living systems; information processing is the fundamental process of all living organisms. Man is the most complex information-processing system existing on earth. By some estimates the total number of bits processed in every second the human body is 
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, but it uses only about 20 watts of power [
] – PC needs a million times as much per calculation [
]. None of human-made computing machines approaches the economy of energy of the brain. 

So we are the best information processing devices, but in spite of vast number of papers on information there is still a lot of confusion about the meaning of the word "information" on the macro level, concerning information in society. The situation has not become essentially better from the famous utterance of Wiener: "Information is information, not matter or energy" [
]. In spite of proliferation of information systems, there is still no generally agreed answers to the questions – What is Information? Has Information natural properties? [
]
Tom Stonier proposed [
], that information is a part of the physical universe the same way as matter and energy.  Degree of organization of a system is a measure of its information.

K Haefner postulated [
] , that all natural systems are Information Processing Systems (IPS); each IPS can receive, store, process and transmit information; information processing is an essential internal feature of all systems; the whole universe may be viewed as a gigantic IPS. Information is a system variable and we should distinguish between system's internal information which is an essential component of every natural system and external information, which is communicated between systems and measured by some external measuring system. Physics and biology are interested (mainly) in internal information; Information Technology (IT) – in external information, which is communicated using structured signals. 
The “internal” information, information processing on quantum level, e.g. in photosynthesis and genes, which communicate organism's internal structural information between generations using sequences of nucleotides has been extensively studied. Physicists are providing experimental proofs of Szilárd’s law about equivalence of information and energy [
]. In our everyday life we deal mostly with external information, information on macro level.  

The claim of omnipresence of information is close to the ideas expressed by Konrad Zuse already in 1969. Zuse [
] proposed that the whole universe is being computed by some automaton, everything is just a computation. Nobody has yet shown any flaws in Zuse's argument; on the contrary, distinguished physicist and information theorist John Wheeler claimed that “all things physical are information-theoretic in origin" (Wheeler 1990). 
M. Burgin defines information as a "phenomena that exists in nature, society, mentality of people, virtual reality and in artificial world of machines and mechanisms created by people; information for a system is a capacity to cause changes in the system" [
, page 99]. This also is rather broad and vague definition; the concept "nature" subsumes everything, thus this says that information is everything and everywhere. 

If everything is information and information is everywhere, then either information has some very different properties compared with matter and energy or we do not understand it yet well. For matter and energy there are well-understood preservation laws. Only creationists claim that there is an information conservation law [
], but as stated e.g. in [
] they are "simply wrong". Unfortunately, a statement that opponent “is simply wrong” does itself not contain any information. 
We still do not understand well enough basic principles of life and how life increases complexity and reduces entropy. Living things have very complex structure and they significantly reduce level of entropy in their physical structure. 
Life is based on metabolism – it uses energy from their environment which is needed maintain their structure and to grow and reproduce. But distribution of useful sources of energy is not homogeneous and all living things are seeking the best resources. Plants propagate to better soils, animals can sense their environment and remember perceptions, to receive information from environment and use their environment for their needs. This ability and ability to procreate allows them to change the thermodynamical balance: increase complexity in their population and decrease complexity and increase entropy in their environment. The total outcome is substantial increase on entropy in the whole Earth; this process is balanced only by transition of energy to Earth from the Sun [
].
The most successful life form with lowest entropy in its structure is Man. To be more successful in this process – using information received from environment for success of its species Man invented a special tool, a tool, which none of previous life forms did not invent – language. Modelling our environment using language allows us to manipulate our environment, reduce its complexity and destroy on a totally new level. Environment is not any more sensed directly, but by proxy – language and language-based models. These models are made collectively, by all mankind – everyone collects some local knowledge and distributes this using language to others. This is the basis of the current information flooding. Information has made the whole Earth a global village with accelerating increase of entropy. Changes in climate indicate that this process is probably not any more balanced by Sun.
Our everyday experience shows that amount of man-made information grows exponentially. Are these two processes – increase of man-made and biological information and complexity and decrease of information and complexity in nature - in balance ? If they are, then maybe there is an information conservation law?
This (possible) balance is difficult to discover, since we do not yet always understand, what is information and what is not. The Facebook's Bonzi schemes – 'add me to your acquaintances and I add you', but similar principle appears in author's lists of scientific publications ('publish or perish!'), advertisements which try to prove product value by amount of naked skin of young ladies, the bla-bla of official meetings – is this also information ? Amount of information grows much quicker than the population of Earth, who is supposed to use this information. The world’s information is doubling every two years [
], but World population growth rate is only 1.096% [
]. It is very strange, that even now, when most people are constantly stressed because of everyday overload of information, nearly nobody is speaking about informational pollution. Average American is getting ca 3000 marketing messages per day and the number is increasing [
]. But the more messages there is the less they are noticed. Advertising has created a quickly developing industry of privacy enhancing software –firewalls, cookie removers, web bug removers, anonymous Web Browsing tools, encrypted email, advertising filters, anti-spam tools, anti-spyware tools.  
Information overload has already changed communication habits of younger generation, the 'digital natives' [9]. They do not any more write their messages (in natural language), but record with their iPads/iPods videoclips and upload them to YouTube - this is quicker and communication becomes one-to-many, i.e. social.  To YouTube is uploaded every second one hour of video [
]. ‘Digital natives’ can (still) read short texts in natural language [
], but can write (fluently) only using a programming language; their ability for concentration and contemplation is reduced [
].
Information is a quantity, which feeds itself like a nuclear reaction. The history of mankind contains several mini-revolutions, which all resulted in rapid increase of information. First, the invention of language, which enabled social construction of information; then invention of writing, which liberated spread of information from restriction for communication 'the same time in same place'; next, invention of movable type, which made printed books a common good, now – the Internet, which allows everybody to communicate (not only information) with everyone. Currently we create in every two days as much information as we did from the dawn of civilization up until 2003 [
].
And what happens next, what is the next level of advance of information? The capacity of humans as individuals for advancement of increase of entropy is limited. Therefore we invented language, which allowed raising this process to the level of the whole Mankind. Invention of computers and Internet was the next level; currently the Internet seems to be already a mightier factor than information stored in our heads. For the young generation of digital natives [
] Internet is already a religion - if it is not on Google it does not exist! Is the next step awakening of Google ?  
Considering information as an input to receivers program is the free-energy principle, a unified treatment of action, perception and learning [
], which aims to explain the major mechanisms of brain and is based on understanding that life is a complex program, highly condensed form of information [
]). 
2. Reflection of World structure in a proxy: language
Information is a structure which reflects our world, thus there should be objects, which are the source of this structure. Information appears only if some other objects (call them agents) can perceive properties of objects. Direct perceptions are the primary information input for agents. But when agents want to share their perceptions with other agents in order to help the whole population, emerges secondary information - communication and its code – language. The secondary information which is distributed using language is a proxy of perception. 
To communicate agents should be able to use structures which carry information. The simplest structures which convey information are words. 
Information is used to create models of environment – models, which reflect diversity of environment. Diversity is measured by entropy, thus entropy is the most important parameter to consider when investigating emergence of language. Entropy of the emerging language increases with maturation of language but remains always less than entropy of the world which is reflected in the language.  
3. Study method – bottom-up or top-down ? 
Language is a reflection of reality, mapping from its elementary structures – words, to real-world objects. If we want to have artificial objects, e.g. robots (in this kind of studies they are usually called agents) to cooperate both with other agents and with humans they should understand this mapping. 
3.1.  Bottom-up

A widespread method to study language and to describe it to artificial agents is bottom-up: considering input-output pairs of language and trying to describe outputs (words) and structures of output which correspond to given input – real-world objects and real-world structures. These descriptions are called ontologies; this is currently the preferred method for creating artificial structures, which should store the richness of natural language – databases, knowledge bases, information systems.
There are (at least) two main problems with ontologies.

First of all, in ontologies are used words to describe other words – i.e. this method is a logical circuit. History of mathematics shows, that there are no concepts (words) with undisputable meaning, no ‘universal’ building stones. Mathematicians have studied basic notions of seemingly simplest mathematical concepts: ”set”, “element of set” for centuries and have not yet come up with a universally accepted definitions. For all definitions have been proposed controversial concepts like “set of all sets” (element of itself ! ) “set of subsets of an empty set” (a very-very-very empty something…). 

Another problem with ontologies is that they are closed, fixed systems. They store just what their creators put there. Therefore two systems based on different ontologies do not cooperate well and every new item of information which appears in the real world should be added by hand. Teaching ontology-based systems, entering new knowledge is an extremely slow and error-prone process.
The biggest ontology-based implemented in software system currently is Cyc [
]. The project was started in 1984, i.e. it has been developed nearly 30 years and has choked down hundreds of millions of dollars. The Cyc Knowledge Base is so large that it can seem unwieldy and difficult to navigate at first glance, but it is still far from being useful. In the following are some example queries (from 18.01.2012) to Cyc-s www-version OpenCyc [
]: 

Human’s nature ? – Nothing available (Google – 459000000 results)

Emergence of language?  - Nothing available (Google – 38700000 results) 

Selfish meme ? - Nothing available (Google – 1160000 results)
3.2.  Top-down

Instead of trying to describe input-output correspondence of language the problem could be handled on higher level, from top-down – considering why and how did humans develop language and trying to implement procedures, which work on similar principles.

Human procedures are encoded in their genes. Genes are altruistic - they want that the genes of near relatives get a better chance to survive [
]. Many animals announce others when they found food – this is simplest type of information broadcasting. Animals (and humans) are also curious – they constantly research their surroundings, since they need resources (food) and distribution of resources is not homogeneous.
 These two are the basic principles which guide behaviour of agents:

- they constantly search their environment and in some limited extent of their environment (in their local context) can perceive properties of objects, collisions with them, whether they are useful (e.g. eatable) or harmful; for instance, they can perceive sonar signals about distance to obstacles as in [
] and extract from the data flow of sensed environment elementary concepts, like “curve at left” and “obstacle in front”; this is the lowest level of incremental information processing performed by agents for perceptual learning, which allows an embodied agent to understand the world; the results are inputs (attributes) of the next level of environment sensing – recognition of objects, which is considered here;  
- when agents perceive other agents in their local context they try to communicate their perceptions; for this agents should be able to create discernible signals and receive such signals from other agents – to communicate and create using these signals (words) a model of their environment. At the beginning their models are empty; they do not understand each other. But if agents have some memory and are guided by a simple principle of maximizing probability of correct meaning for words, they will disambiguate meanings of signals (words) from other agents in the process of communications and from individual languages emerges a common language for the whole population. 
This process can be investigated using hardware or software simulations. Hardware simulations deal usually with the lower level of the process: emergence of primitive concepts from sensors [13]. In the following is considered emergence of language in software simulations; this language also uses elementary information compression - names. Simulations are the ‘New Kind of Science’ [
], where instead of mathematical proof are considered emergent behaviours. This idea is very different from mathematical proofs, which basically are statements: from A follows B. To show A, there should be another statement from A’ follows A and so ad infinitum. Therefore in real life are used quite different proofs: politicians believe, that their smiling face on a flyer is a proof that they are good and thus should be elected, car sellers believe, that half-naked lady on a car bonnet is a proof of car value etc. 
One may ask: do computers just allow to model vast complexity of systems and their emergent properties that can hopefully be reduced to some simpler principles (epistemological emergence) or are we able to reproduce by computation the true genesis of new, simple and better understood levels of reality (ontological emergence)? The recent history of physics, biology, linguistics etc shows, that world is not written purely in the static laws of mathematics, as stated Galileo, but is largely based on algorithms and most probably a remarkably simple ones, as claimed Zuse [
] and Wolfram [27] – but we have to discover and study these algorithms. 
4. The World
The World consists of domain 
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 of agents. Objects are defined by their attributes and can be just everything, what agents can currently perceive as one thing – they can be earthquakes (trembling of environment), loud noise, sunny day – whatever agents can perceive. Agents can create signals – words, which other agents can perceive, they have "instinctual drive to babble" [
]. At the beginning agents are tabula rasa – they do not know anything about meanings of these signals, they only can perceive them and the situation (their local environment), where this happened.   
These situations are called communication acts or more simply – conversations. 
Agents act in the world of objects and perceive their local context – a small set of other objects, surrounding circumstances, relevant facts - the context of perception and information thus obtained. Every piece of information always has some particular context and is useful, understandable only in this local context; in Cyc this local context is called microtheory [
]. These local contexts can be determined by proximity –  all objects what agents can perceive at the moment or by time - all objects perceived in the last hour/day, during the last minute etc. In [
] were considered agents wandering in a labyrinth, local environment contained objects what agent perceived in the corridor which the agent was currently traversing. Every communication act occurs in some local context. In the following is assumed, that local context is totally random, i.e. every two agents and every object have similar probability of occurring together in some local context.  

Information and communication emerge, when agents (receivers) share their perceptions (speak) and try to understand, what the received signal (word) means. Meaning of the received signal (word) can be only some object in the local context, where communication took place. Local contexts contain a small number of objects (agents perception is limited); comparing them and received signals (words) allows agents step-by-step disambiguate received words, create correspondence between objects and words. These individual many-to-many relations of different agents between words and objects become in conversations more similar – emerges (common) system of denotations, language, which carries information and reflects the structure of environment. 
Language is a (virtual) mapping from objects of environment to their denotations (words). Every agent maintains his own and creates this mapping step-by step in conversations, where hearer approximates its inner model of environment in the local context of conversation with environment and the model of speaker. The process is similar to maximum likelihood estimation [
] and is based on the same principle of maximization of entropy: 'use all that is known and assume nothing that is unknown'. Presence of many agents - data sources with different unknown encoding of data makes the situation more complicated and introduces many elements of random selections: „man's true nature is measured by the statistics of the probability of selection and survival”[12].   
In every step agents correct their language (many-to-many mapping of meanings to words) so that the entropy of the corrected mapping is maximal among all possible mappings. 
Example. Suppose local contexts are
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Suppose 
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 does not have any additional information, he assigns word (denotation) 
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From here could follow different scenarios.

a. If 
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 - this agrees with the basic principle 'use all that is known and assume nothing that is unknown'.
b. But if 
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c. And if 
[image: image32.wmf]2

ag

 receives in context 
[image: image33.wmf]2

C

 word 
[image: image34.wmf]3

w

 from agent 
[image: image35.wmf]3

ag

, he also cannot be sure that 
[image: image36.wmf]12

wo

®

, 
[image: image37.wmf]33

wo

®

 - maybe agent 
[image: image38.wmf]3

ag

 just invented the word 
[image: image39.wmf]3

w

 to denote object 
[image: image40.wmf]1

o

, thus the safe (with minimal assumptions) conclusion would be, that 
[image: image41.wmf]1

w

 can denote whatever from the set 
[image: image42.wmf]12

{,}

oo

 and 
[image: image43.wmf]3

w

 can denote any object from the set 
[image: image44.wmf]1,23

{,}

ooo

. 

But when communications are repeated many times between different agents and in different local contexts, the evidence will pile up and decisions can be made based on frequency of word use. 
It is essential, that environment contains many objects and objects can occur in different contexts. If e.g. there were only two objects which always occur together then they were impossible to separate.
4.1. Information compression – names

Objects are determined by their attributes, which agent perceives. For further processing agents compress perceived set of attributes giving it a name. A name is a virtual attribute – agents do not perceive it, they perceive only 'real' attributes; names are given by agents. But they use them in communications just like real attributes [
]. Vocabulary (lists of attributes with denotations, i.e. words) and list of objects are the only data structures of agents. In the list of objects are stored object attributes (received in some message) together with an internal attribute name (every agent creates his own names). 

Language of an agent 
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 is a weighted with natural numbers binary relation 
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 between objects and their attributes (the set 
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) and their denotations – words (the set 
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– in how many conversations a word might denote the object. At the beginning all languages are empty; they are constructed in the process of communications between agents.
Agent data structure (the same for all agents) is a list of words for every attribute; the whole language of an agent is a list of lists (for all attributes what agent has encountered). For every word is recorded also the number of times when the word appeared as a possible denotation of this attribute. Thus if e.g. attributes are 1,2,3, then a language might be
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i.e. for the attribute 1 the word 
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 was used (either for composing a new message or when receiving an message, which left meaning of attribute 1 ambiguous) three times, word 
[image: image52.wmf]2

w

- one time etc. As in natural languages an attribute can have several denotations (words for this attribute) and a word may have several meanings, i.e. occur in lists of several attributes, ambiguity is reduced in the process of communications.

4.2.  Communication act

In a communication two or more agents meet, i.e. occur in a common local environment and one agent 
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 transmits a message – one or more words - to some other agent 
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 in this local environment and (possibly) also the name given by speaker to this object, i.e. 
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 are attributes (and possibly also the name) of the object 
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Receiver 
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 gets the message and tries to understand, which attribute or name denotes every word 
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from the message. The whole process is based on algorithms which agents use for creating a message (speaking) and decoding it (understanding).
For speaking agent selects for every attribute and name the word, which earlier has most often been used for this attribute/name, i.e. which has the highest use count; if there are several with the same highest use count, it selects among them randomly; if there are none, it creates a new word and stores it in his lists with use count 1.

For receiver are possible several strategies.

4.2.1.  The simplest algorithm – word propagation
With this algorithm receiver only stores the received word in all lists of attributes and names which occur in this local context and adjusts their use count. This strategy tallies best with the principle of entropy maximization. The main drawback of this totally passive method is memory utilization – in worst case the list of different words for every attribute could be close to the number of agents – every agent has invented his own word. Fortunately, the probability of this is small (see Proliferation of Words below).

When the lists grow, use count of some words becomes much greater than use count of other words, i.e. the process converges, but rather slowly.

4.2.2. More active strategies
Agents could use several ways to reduce the use of memory.

A natural idea is compacting word lists. When lists grow and use count of some words becomes much greater than use count of other words then it is natural to ‘forget’ them and remove. The ‘right time’ depends on the size of memory (limited) and the number of agents – if there are many agents then there always may appear some agent who uses a rare word, which later may become common. Agents do not know the total number of them in the community, but they can estimate it by frequency of ‘new faces’- if new faces are already very rare, then it is likely that there will also not appear new (rare) words. Since for every attribute most probably will be created only ca k/2 words (k - the number of agents), then in computer simulations was used criteria: if word lists are ordered according to use count (greater first) and if in the last 100 conversations did not appear new words and the use count of the first word in the list is already greater than the sum of all others, then all other words can be dropped.

This looks good, but requires that agents store also when the last time a new word was added to the list of words of an attribute or name. More active strategy is adding some little processing to the process of message processing (a similar algorithm was used also in [18]).
Suppose a received message is
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are message’s object attributes + object’s name – the virtual attribute, added by receiver (in the following the word ‘attribute’ may mean both the proper attributes and the name), 
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Next he considers already known part - intersection of this relation with his current language 
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Since 
[image: image67.wmf]M

L

 contains all possible words for attributes in communication (
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 is full!), agent may infer, that pairs in intersection 
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  are “true” and words and attributes from this set cannot have any other meanings or denotations. Thus he calculates projections:
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He corrects 
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 all other denotations and meanings, i.e calculates 
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and updates his language:
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  i.e. deletes the word 
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 which were not in the message’s object.

When receiving message receiver also checks, whether he already knows the communications object, i.e. it is in his list of objects. If it is not, he invents for the object a new name and adds the object into his list of objects and the name (as an attribute) into his vocabulary; in vocabulary names are handled the same way as proper attributes.

Example. In the example are used three objects [1,2],[1,3],[2],[4] over the set {1,2,3,4} of four attributes. At the beginning all vocabularies and agent's lists of objects are empty. 

1. Agent 
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 creates a message about the first object; the first argument of the predicate "speak" is agent's name, the second - communication object, the third: created message:
?- speak(1,[1,2],M), where
M = [a1_1, a2_1, a101_1]
Here (for 
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) word a1_1 denotes attribute 1, word a2_1 - attribute 2 and a101_1 denotes the name used for the object [1, 2]; agent 
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ag

 "invented" all those words.

His language becomes

[101,[[a101_1,1]]]

[1,[[a1_1,1]]]

[2,[[a2_1,1]]] 

Agent 
[image: image87.wmf]2

ag

 receives the message (the first argument is agent's name, the second - communication object and the third - received message):

message(2,[1,2],[a1_1, a2_1, a101_1] ).

After processing the language of agent 
[image: image88.wmf]2

ag

 becomes:

[1,[[a101_1,1],[a1_1,1],[a2_1,1]]]

[101,[[a101_1,1],[a1_1,1],[a2_1,1]]]

[2,[[a101_1,1],[a1_1,1],[a2_1,1]]] 

i.e. agent 
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 added to his vocabulary all received words as denotations for both attributes 1,2, and also as possible denotations for the name 101, which he "invented" for the received object [1,2]; his list of objects is now  [[101, [1, 2]]].

Suppose next agent 
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 receives from agent 
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ag

 a message about object [1,3]:

message(2,[1,3],[a1_1,a3_1,a102_1]). 
(here speaker has left out word for the attribute 3).

In the intersection 
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 is one pair, [1,a1_1], thus agent can (after adding full product [1,3]×[a1_1,a3_1,a102_1] ) simplify its language – remove the word a1_1 from lists of attributes 2,3,101,102. The language of agent 2 becomes:

[102,[[a102_1,1],[a3_1,1]]]

[1,[[a2_1,1],[a1_1,2],[a101_1,1]]]

[3,[[a102_1,1],[a3_1,1]]]

[101,[[a2_1,1],[a101_1,1]]]

[2,[[a2_1,1],[a101_1,1]]]

4.2.3. Wiser speaks first

In most cultures older people are honoured and their sayings are considered important – they are more confident in what they say. Agent's confidence can be estimated with the average word count in his language – the higher the count, the more confident agent is. 
Agents could estimate their confidence on-the-fly, without any special calculation. When they compose a message about an object, the confidence of the message is the minimum of all word counts for words used in the message. Agent stores this count after his first message and after the next message corrects it – replaces it with mean of the stored value and the confidence value of last message. 

The confidence was used in a particular form of conversations: when two agents met, speaker was the agent who had higher confidence index. This made convergence quicker (see Results).  
4.2.4. Reciprocity – you speak to me, I speak to you
Most people do not like monologues, where they should be only listeners – they want also to say something. Information processing consists always many feedback loops, reciprocity is an important feature considered in communication studies [
]. 

Therefore here was also investigated conversation structure, where after the first message receiver answered - spoke to initiator of conversation. This feature also essentially increased convergence.

4.3. Measures of convergence

Several measures were used to follow the process of emergence of common language.
- How well the receiver understood messages (after a series of conversations); 
- How well a message and whole language describes the world structure, how similar are the structures of world and structures of languages; this was measured comparing the entropy of the world and the entropy of the language of some randomly selected agent;
How different are languages of agents statistically and how complex is a language of a randomly selected agent? 
4.3.1. Understanding
Understanding was measured with exchange of a number of "pure" messages (messages, where the object was not indicated) and then calculating the average number of messages which receiver understood correctly, i.e. could find correctly the object used by sender. Several variants of understanding were used:
-
at first selecting two agents – sender and receiver, then sender created 50 messages about randomly selected object using all object attributes, message was considered successful, if receiver correctly returned the name of the object;

· as with previous, but the message contained only object’s name. It turned out (see Results), that agents could quite well understand both the full messages (describing all object attributes) and messages containing only object's name far before their languages become similar, e.g. when sender and receiver had only for ca 30% of attributes the same word (the most frequent one, i.e. used in conversation). Similar effect has been followed also in child language studies: children understand a lot before the talk [
] 
4.3.2. Statistics of the pool of languages

For agent's languages were measured some statistical parameters:
l - how many words agent had (in average) per attribute ('real' attribute or name), i.e. average length of word lists in agent's language;
d - dispersion of frequencies in word list, i.e. how sharply use count for the most frequent word differed from counts of other words;
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- how many words were created by the whole population for an (randomly selected) attribute a (for this quantity were derived also some analytical estimates, see below). 
4.3.3. Entropy

Emergence of language is the process of step-wise removal of uncertainty from the model of the world created in language, making the language’s model more similar to the world. The proper measure for uncertainty is entropy, but there are several qualities to follow. 
4.4. Entropy of the World

World structure can be described by entropy of the set of its objects, entropy provides a general measure of the information content of the World. The formalism used to describe world follows Pawlak's formalism of Information Systems [
]. 

Let 
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 be the set of binary attributes with values {0,1} (i.e. they are present in an object or not), 
[image: image95.wmf]1

{,...,}

m

Objoo

=

 - the set of objects, which are determined by their attributes, i.e. 
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Structure of the World 
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 has been described by its entropy in database theory using several formulas [
], [
]:

a) Counting  the frequency of attributes [
]:
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Here 
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 is the number of objects which have attribute 
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 -the number of objects which do not have attribute 
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b) Calculating entropy of objects using the vector of differences. 
Difference of two objects is the number of attributes which are present only in one of them:
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Difference of an object 
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. The difference vector of the world is 
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Proposition. If 
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 i.e. entropy is invariant for symmetry transformations of the word. 

This is a very essential and natural property of the world – attributes only create differences, but they all contribute in the same way; differences in their significance is not a property of the world, but created by receiver.

If the set of words is 
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 and the set of attributes (including virtual attributes – names) – is 
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In summation 
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 words are counted with their frequencies, e.g. in the above example
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The entropy of a language as a weighted relation 
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 is generalized for weighted mappings from formulas presented in [
]:
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If agents language (list of attributes/names with words with use counts) is
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then for this list (with use counts) is first calculated list with frequencies:
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All logarithms are to base 2 and 0*log(0) = 0. 
Proposition. Entropy of an 1-1-mapping with uniform wages 
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For entropy calculations numbers of usage are replaced with frequencies, e.g. instead of a language
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This is only for entropy calculation , otherwise replacing number of use with frequency would destroy already received information (number of use is collected in the course of communications), e.g. replacing 
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 would destroy the information, that the word 
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 has been use already two times as a denotation of an attribute.

For instance, the entropy of the above example language would be 
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0.8475391410549273 + 0.0363129626424490  =  0.8838521036973764
Language's entropy exposed several features of the process, which e.g. message understanding did not expose at all. It turned out, that even when agents understood each other messages 100%, their languages continued to develop – entropy of languages increased steadily, but remained always less than  entropies 
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of the world (see Results). 

4.5.  Proliferation of Words

When agent does not yet have any words for an attribute or object, it invents a new word. The algorithm used here created always different words, since agents use their identification code as a prefix (receivers do not use this information). In communications new words spread in the community until all agents have at least one word for an attribute or object. It turns out, that words spread surprisingly quickly, so that the total number of new words for an attribute or object can never become too big, remaining usually less than third of the number of agents. The process and the speed are similar to distribution of memes or spreading of news on Internet [
].
Suppose all communications are linearly ordered. To study the number of words invented for a particular attribute or object  a from the total number M of objects notice, that after the very first conversation involving object with this attribute there will be two agents who already have (invented in this conversation by speaker) word w for a. 
Let 
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 denote the number of agents from the total population of N agents who before the t-s conversation already know a word w for an attribute a. 
Proposition. The number of agents 
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where 
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 is the probability of attribute a in a randomly selected conversation object; e.g. 
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Proof. The number of agents who know the fixed word for a after the next conversation 
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 contains all agents 
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 who knew this word on the previous step; a new agent will learn this word only if the conversation object has attribute a , speaker knows the word, i.e. is from the set 
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On the following graph is presented growth of the quantity 
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Figure 1. Maximal propagation of a word for an attribute in community of 10 agents, 20 objects in a series of 100 communications, if words are not removed (garbage collection is not used)   

Proposition. Probability that in t-th conversation appears a new word for fixed attribute a is:
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Below is a graph of these functions for a population of 10 agents in 3, 
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Figure 2. Share of agents who have a word for an attribute and probability of appearing a new word in community of 10 agents, 20 objects in a series of 32 conversations; already after 5th conversation the probability of introduction of a new word become < 0.5   
5.  Results.
In the following are presented some results obtained from computer simulations.

All the following data were obtained when 10 agents talked about object system containing 50 objects over 6 attributes:
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In following tables are results of measurements made after 500 communications; communications + measurements were repeated 10 times; sender and receiver were every time selected randomly. Series were repeated with different communication styles: no conditions; always only the more confident speaks; always speaks more confident and message's receiver answers (reciprocity) . Measured were:

- percentage of correctly understood full messages (sender described all object attributes) in a series of 50 messages

- percentage of correctly understood messages if in the message was used only object name;

- entropy of the sender’s language;

- sender’s confidence;

- percentage of attributes and names for which both sender and receiver used the same word (the word with highest use count; notice, that this percentage remained often  < 50% , but nevertheless receiver could understand 100% of both full and  name-only messages;

- the whole number of words in sender’s language (with convergence of the process this number decreased steadily);
- average dispersion of words in attribute lists.

While the first two – understanding of full messages and understanding of names) behaved sometimes rather erratically (in some cases understanding of names was even better than understanding of full messages), the other quantities changed always in the same direction:

- the entropy of agent’s languages increased (but remained always less than the entropy of the world);

- the percentage of common words increased steadily;

- the whole number of words in language’s decreased (in the beginning it rapidly increased for a short time, when new objects were introduced; these results are not shown here);
- the dispersion of words distribution increased, the distribution of words for attributes converged to small number of commonly used words.
5.1. Series1.

Table 1. Results of measurements made after every 500 communications; communications + measurements were repeated 10 times; sender, receiver and communication object were selected randomly.
	correctly understood full messages
	correctly understood name-only messages
	language's entropy
	sender's confidence
	common
 words
	words in language
	dispersion

	26
	18.00
	2.75
	4.21
	16.07
	275.64
	0.20

	78
	38.00
	3.06
	6.40
	21.43
	277.05
	0.41

	60
	62.00
	3.30
	8.93
	21.43
	186.54
	0.66

	60
	66.00
	3.38
	9.46
	23.21
	172.37
	0.82

	76
	78.00
	3.37
	8.71
	23.21
	165.93
	1.05

	76
	78.00
	3.40
	12.27
	25.00
	169.24
	1.20

	100
	92.00
	3.45
	12.76
	23.21
	154.99
	1.32

	100
	88.00
	3.49
	17.50
	23.21
	160.82
	1.45

	100
	88.00
	3.53
	16.06
	23.21
	154.83
	1.56

	100
	92.00
	3.55
	19.08
	25.00
	161.19
	1.68


5.2. Series 2.
Table 2. Results of measurements made after every 500 communications; communications + measurements were repeated 10 times; two agents and communication object were selected randomly, but speaker was the more confident one
	correctly understood full messages
	correctly understood name-only messages
	language's entropy
	sender's confidence
	common
 words
	words in language
	dispersion

	54
	16.00
	3.01
	4.21
	7.14
	314.87
	0.24

	54
	40.00
	3.32
	6.40
	28.57
	211.01
	0.35

	70
	56.00
	3.58
	8.93
	32.14
	159.52
	0.47

	62
	80.00
	3.78
	9.46
	32.14
	146.08
	0.57

	72
	76.00
	3.81
	8.71
	33.93
	131.56
	0.64

	72
	84.00
	3.85
	12.27
	33.93
	129.66
	0.77

	74
	86.00
	3.90
	12.76
	37.50
	121.68
	0.88

	74
	92.00
	3.93
	17.50
	39.29
	122.86
	1.01

	100
	98.00
	3.96
	16.06
	42.86
	116.00
	1.17

	100
	96.00
	3.97
	19.08
	42.86
	112.96
	1.29


5.3. Series 3.

Table 3. Results of measurements made after every 500 communications; communications + measurements were repeated 10 times; two agents and communication object were selected randomly, but speaker was the more confident one and receiver always answered (reciprocity)
	correctly understood full messages
	correctly understood name-only messages
	language's entropy
	sender's confidence
	common
 words
	words in language
	dispersion

	74
	36.00
	2.73
	3.15
	28.57
	197.85
	0.33

	100
	38.00
	3.01
	6.13
	35.71
	139.90
	0.73

	100
	44.00
	3.26
	5.89
	41.07
	118.21
	1.09

	100
	56.00
	3.41
	12.83
	44.64
	91.94
	1.46

	100
	72.00
	3.45
	9.11
	46.43
	80.65
	1.48

	100
	72.00
	3.45
	14.24
	46.43
	76.09
	1.74

	100
	84.00
	3.42
	20.79
	46.44
	74.23
	1.87

	100
	88.00
	3.44
	24.30
	46.43
	72.14
	1.96

	100
	88.00
	3.44
	27.98
	46.43
	64.27
	2.37

	100
	94.00
	3.46
	21.30
	46.43
	61.51
	2.62


 In the following graph is presented data about understanding of full messages (sender described all object attributes) and messages were only object name was used; both values are percentages of correctly understood messages from a test series of 50 messages. 
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Figure 2. Understanding of full messages and messages 'names-only' in series with no restrictions, in series where the more confident speaks and in series where the more confident speaks and receiver answers.

6. Conclusions
Here was considered the essence of the concept “information” and different uses of the word. From the many kinds of information the most important in everyday life is the social, macro information – the secondary information, created by social communication from individual, primary information obtained by our senses in perceptions. The tool for creating the social, shared by the whole Mankind information is language. Emergence of language was modelled with computer simulations of communication and information exchange in community of agents. In simulations agents created for exchange of their perceptions a (new) language, following some very simple principles – they were eager to distribute their perceptions, inventing new signals for them and when receiving signals from others, they followed the principle of maximizing similarity of their model of the world (encoded in their language) with their perceptions and received messages, using only minimal assumptions about meaning of received signals; they also utilized information compression using names. 
To measure the process were introduced several measures of entropy: for the world, using the Shannon's entropy applied to Pawlak’s model of information systems and the object-oriented approach – using the vector of differences of objects. For the agent’s languages as a weighted many-to- many relations between real-world objects, their attributes and names and their denotations – words was introduced a new formula for calculating entropy of this kind of relation. Measurements of the entropy of language’s show, that languages continued to develop also when agents already very well understood each other.

In the process were investigated several communication policies for agents – totally random, more confident speaks first, message receiver answers to received message. It turned out, that these policies speeded up emergence of common language, but not very essentially.
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